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As psychological scientists, we think hard about the science we do. We formulate hypotheses and design
studies. We observe our participants—the speed of button presses, fluctuations in blood pressure, the
content of verbal reports—and we infer psychological meanings. I’d like to turn our focus to the process
of science in general, which has been dubbed metascience. I mean, who can resist a little navel-gazing
now and then?

In early September 2019, I attended a conference that encouraged a multidisciplinary study of how
scientists do science. This metascientific effort (one among many)[1] considered diverse factors that
influence the questions we choose to ask, the experiments we decide to run, the priors we harbor when
interpreting the data, and the conclusions we draw. (For more details, see the cover feature by meeting
co-organizer Jonathan Schooler.) A dedicated band of psychological scientists, economists, data
scientists, historians, and philosophers put their heads together for a couple of days to tackle basic
questions of how we conduct ourselves when doing science. Many fascinating topics and insightful
observations were discussed; here are a couple of highlights:

Do you search for references with Google Scholar? This wondrous tool also influences what you
read, which papers you cite, and therefore how you do science. The active ingredients of this

https://www.metascience2019.org/
https://www.psychologicalscience.org/observer/looking-at-psychology-through-the-lens-of-metascience#footnote


influence are currently a mystery to us, however, because Google Scholar’s algorithms are not
public (West, 2019).
When you see statistics in a published paper, do you read them as evidence or just persuasive
storytelling? The evidence suggests that readers more often treat statistics as the latter than the
former (Fidler, 2019). Perhaps this is one reason why people continue to trust findings that aren’t
replicable (Yang, 2019).
Ever wonder why rival communities of researchers hold stable, mutually exclusive beliefs,
despite access to exactly the same scientific findings? It turns out that mathematical models shed
light on why these intense scientific polarizations persist. Here’s one reason: Each group
distrusts the evidence that is taken as definitive in the other camp (O’Connor, 2019). I found this
topic particularly captivating, given that one of my own areas of research—the nature of
emotion—has been polarized for decades.

The credibility revolution (formerly the replication crisis) dominated discussion at the conference. This
was not surprising, because metascience got a big shot in the arm from concerns over whether or not
psychology is, in fact, in crisis. When reasonable people looked at the evidence regarding replication
rates for published studies, they disagreed on its interpretation. Some scientists recoiled from what they
saw as a hurricane of replication failures, while others dismissed the storm as an illusion drawn in with a
black Sharpie, like Alabama on Trump’s hurricane map. But everyone agreed that some methods-related
housekeeping was in order.

The metascience conference was ripe with ideas to prevent scientists from gaming the system to improve
their careers. Humans are motivated animals, and science is a motivated human activity with rewards
and penalties that shape its process and products. There was widespread agreement that, within the
current scientific ecosystem, short-term financial and psychological incentives encourage the publication
of research that is not ready for prime time. There was some disagreement, however, about whether
methodological innovations derived from the credibility crisis could, on their own, substantially improve
the quality of and confidence in our science.

The meeting organizers invited a panel of scientists (myself included) to discuss “reflections on
metascience topics and findings.” I affectionately dubbed us “the curmudgeons panel.” Our job, as the
official contrarians of the meeting, was to offer critical observations, kind of like a scientific Greek
chorus. Here is a sample of my grumpy concerns:

Yes, it’s crucial for scientists to recruit large, representative samples, avoid questionable research
practices such as p-hacking and HARKing (hypothesizing after results are known), and so on, but such
improvements, while necessary, are not a sufficient course correction. Psychological science must do
more than prevent bad methodological habits—we want to incentivize a stronger focus on longer-term
scientific gains. I’d therefore like to see metascience investigations of how incentive structures influence
our behavior, not just when we’re jumping through hoops to secure a job or a grant (Bergstrom,
2019), but also when we’re practicing the craft of science. Fortunately, psychological scientists know
something about studying humans as they engage in motivated activities.

And make no mistake—science is a motivated practice, even when careers are not on the line.
Psychological studies of motivation find that two people faced with exactly the same sense data from
their surroundings can create very different experiences and behave in very different ways. What’s true



for our study participants is also true for ourselves. Our judgments and behaviors are shaped in powerful
ways by our learning histories, immediate versus long-term goals, expected effort and anticipated
incentives, as well as a host of other factors.

I also suspect that the credibility revolution is a symptom of a deeper concern: that many psychological
scientists hold outdated assumptions about what a mind is and how a mind works. If I’m right, then we
face more than a crisis of method. We have a crisis of theory that makes our experiments more fallible
and our findings less robust.

For example, psychological science largely assumes that the human mind is a sequence of independent,
stable mental states, each caused by a discrete, universal process. So-called perceptual processes pass
information to supposed cognitive processes, which battle with alleged emotional processes for control
of behavior. This relay-race view of the mind encourages us to design experiments as a series of
independent stimulus-response trials, and our most popular statistical methods also make independent
trials a necessary condition for analysis. Scientists have questioned this ontological commitment since
the 19th century (e.g., Dewey, 1896), and converging lines of evidence now strongly suggest that a
mental event is not a discrete moment in time, but an evolving dynamic, in which behaviors and mental
features in one moment both depend on what happened in the previous moment and form a context for
what happens in the next (e.g., Hutchinson & Barrett, 2019; Rabinovich et al., 2015; Spivey, 2008).
Laboratory experiments that sever one moment from the next may be replicable, but they may not
generalize, meaning that they fail to move us closer to a real scientific understanding. Efforts to improve
replicability may boost the rigor of stimulus-response methods, but they cannot address the question of
whether those methods are appropriate in the first place. As a consequence, perhaps metascience might
take up the issue of how our ontological commitments influence the methods we use and the experiments
we construct. Historically, psychological scientists (Waller et al., 2006) and other fields of study (see
footnote 1) have considered these issues, albeit in a less quantitative way.

Let’s face it: Science is hard, and predicting and explaining human behavior may be the hardest science
of all. Moreover, science always involves a moral dilemma. If you generate a series of studies that are
replicable by the best current scientific standards, do you stop there and publish, or do you explore until
you inevitably uncover conditions where your observations do not hold (in another analysis, another
social context, another cultural context, etc.)? This dilemma is intrinsic to any science, even one with a
superior incentive structure. Good science is not about uncovering true facts—it is about quantifying the
degree of doubt in a set of observations (Gee, 2013). Perhaps metascience can teach us how to navigate
this dilemma with curiosity.

Science is a challenging endeavor and we are in it together. So let’s question everything, from our
methods and statistical practices to the ontological commitments embedded in those practices. And who
knows? Maybe a bit of formal navel-gazing, through the empirical lens of metascience, will finally usher
forth the full, Kuhnian-style revolution that so many of us feel is needed.

[1] A number of excellent efforts examine the process of science, such as the Society for the Social
Studies of Science, the History of Science Society, the Society for the History of Technology, the
Philosophy of Science Association, the European Association for the Study of Science and Technology,
and sections within the American Anthropological Association, the American Sociological Association,
the American Political Science Association, and the National Women’s Studies Association.
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